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• Informally, given two different networks 
(graphs) how do we access their similarity?

• Actually, the problem can be divided into two 
categories:

Problem Definition:

categories:
– Graph similarity with known node correspondence

– Graph similarity with unknown node correspondence
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• Given:

I. 2 graphs with the same nodes and 
different edge sets

II. node correspondence

• Find: similarity scores [0,1] 

Graph similarity with known 
node correspondence

• Find: similarity scores [0,1] 
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• Given: 2 anonymized networks (without node 
correspondence)

• Find: structural similarity score or node 
mapping

Graph similarity with unknown
node correspondence:
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• Brain network analysis

Application:

Different network wiring 
between different people ?

• Discontinuity detection
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• Behavioral patterns analysis

Application:

• Large network compression• Large network compression



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室

• Known node correspondence

– Simple features

– Complex features

• Unknown node correspondence

– Avoiding node correspondence problem– Avoiding node correspondence problem

– Finding node correspondence
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[Koutra, Faloutsos, Vogelstein SDM’13]
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• Known node correspondence

– Simple features

– Complex features

• Unknown node correspondence

– Avoiding node correspondence problem– Avoiding node correspondence problem

– Finding node correspondence
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• Extracting features from graph
--NETSIMILE 
[Berlingerio, Koutra, Eliassi-Rad, Faloutsos ‘13] 

For every node extract: 
a) degree,
b) clustering coefficient, 

Other Methods :

b) clustering coefficient, 
c) average degree of neighbors, 
d) average clustering coefficient of neighbors, 
e) number of edges in ego-network, 
f) number of outgoing edges of egonetwork, 
g) number of neighbors of ego-network.
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• Known node correspondence

– Simple features

– Complex features

• Unknown node correspondence

– Avoiding node correspondence problem– Avoiding node correspondence problem

– Finding node correspondence
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[Umeyama ‘ 88]
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• Isomorphism: Intuitively, two objects are isomorphic if they cannot be 
distinguished by using only the properties used to define morphism (i.e. 
same) (except possibly in their representations).

• Isomorphism of 2 linear vector spaces: if their exists an invertible linear 
map between them.

• Isomorphism of 2 graphs: an isomorphism of graphs G and H is 
a bijection between the vertex sets of G and H.

Some tips about graph isomorphism (图同构)
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[Ding+ ‘ 08]
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• Input:

Bipartite Graph Alignment :

Bipartite Graph 
A, B

• Output:• Output:
Permutation 
matrix P, Q
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• Input:

Bipartite Graph Alignment :

Bipartite Graph 
A, B

• Output:
Permutation 
matrix P, Qmatrix P, Q

2 constrains

[Koutra, Tong, Lubensky ’13]
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• http://db.cs.cmu.edu/projects/graph-similarity-with-
attribution-and-alignment

• http://icdm2014.sfu.ca/program_tutorials.html

Further Reference: 
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Thanks

F&Q ?
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• Finished? 

• Maybe not (if you like) 
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• WHY Eigenvalues and Eigenvectors Are So 
Important ?
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• WHY Eigenvalues and Eigenvectors Are So 
Important ?

• They give the simplest description of an linear 
transformation in a specific space.
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• How do we do with those imperfect linear 
transformation?

• The Jordan Normal Form!
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